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Some Preliminaries for Fast Text Retrieval

I Text Matching Paradigms
I Cross-encoder
I Bi-encoders

I Representation
I Sparse High-dim Vector
I Dense Low-dim Vector

Some Preliminaries for Fast Text Retrieval

• Text Matching Paradigms
• Cross-encoder

• Bi-encoders

• Representation
• Sparse High-dim Vector 

• Dense Low-dim Vector

bi-encoderscross-encoder

query docquery doc

score score

Sparse Dense

Cross-encoder or Bi-encoders ?            Spare or Dense  ?
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Sparse or Dense Representation for Text Retrieval?

I For Exact Lexical Matching:
I BM25 performs the best
I Improve dense by increasing the dim and #vectors, but still worse than BM25
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Sparse or Dense Representation for Text Retrieval?

I For Semantic Matching:
I BM25 performs the worst
I PLM-based dense models show advantages to address the“lexical mismatch”
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Sparse or Dense Representation for Text Retrieval?
I Moreover, for industrial scenarios we have to consider:

I Efficiency: Processing >50 billions docs
I Interpretability: Predictable retrieval results
I Maintainability: Easy to update

Sparse or Dense Representation for Text Retrieval?

• Moreover, for industrial scenarios we have to consider:
• Efficiency: Processing >50 billions docs

• Interpretability: Predictable retrieval results

• Maintainability: Easy to update
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Semantic matching

Exact matching

EfficiencyInterpretability

Maintainability

traditional sparse

neural dense

May be we have a hexagon like this,
Can we make sparse method also
capable of semantic matching?
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What Makes a Good Sparse Representation?
I Two aspects for improving sparse representation

I Representation capacity: distinguishing ability for similar inputs
I Representation sparsity: the proportion of # zero elements

I Improving representation capacity
I For hot queries, we need better term weights
I For rare queries, we need a“unbiased” words distribution estimation

What Makes a Good Sparse Representation?

• Two aspects for improving sparse representation
• Representation capacity: distinguishing ability for similar inputs

• Representation sparsity: the proportion of  # zero elements 

• Improving representation capacity
• For hot queries, we need better term weights

• For rare queries, we need a “unbiased” words distribution estimation 

Query: Medication for gum disease

unobserved terms
how, medication, 
doctors, medicine, cure, 
healing,…

Drugs Used to Treat Gum Disease Antibiotic
treatments can be used either in combination 
with surgery and other therapies, or alone, to 
reduce or temporarily eliminate the bacteria
associated with gum disease or suppress 
destruction of the tooth's attachment to the bone
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SNRM: Standalone Neural Ranking Model
I Learning sparse representation on latent space

I Training optimized for information retrieval
I Efficiently retrieve/inference using inverted index

SNRM: Standalone Neural Ranking Model

• Learning sparse representation on latent space 
• Training optimized for information retrieval

• Efficiently retrieve/inference using inverted index

Zamani, Hamed, et al. From neural re-ranking to neural ranking: Learning a sparse representation for inverted indexing.Zamani, Hamed, et al. From neural re-ranking to neural ranking: Learning a sparse representation for inverted indexing.
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Doc2Query: Seq2seq term expansion

I Document Expansion by Query Prediction
I Expanded terms bring better literal term weights
I Expanded terms help narrow the“lexical mismatch” gap
I T5 brings significant improvements over from-scratch model

Doc2Query

• Document Expansion by Query Prediction
• Expanded terms bring better literal term weights 

• Expanded terms help narrow the “lexical mismatch” gap

• T5 brings significant improvements over from-scratch model

Nogueira, Rodrigo, et al. Document expansion by query prediction.Nogueira, Rodrigo, et al. Document expansion by query prediction.
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DeepCT(HDCT): PLM-based term weighting

I Context-Aware Passage Term Importance Estimation
I A term weights regression model based on PLM
I Supervision of document term weights: relevant query, anchor text…

DeepCT(HDCT)

• Context-Aware Passage Term Importance Estimation
• A term weights regression model based on PLM

• Supervision of document term weights: relevant query, anchor text…

Dai, Zhuyun, and Jamie Callan. Context-Aware Term Weighting For First Stage Passage Retrieval.

Target Term weights

Contextualized 

Word Embedding

Predicted Term weight
From frequencies to meanings!

Dai, Zhuyun, and Jamie Callan. Context-Aware Term Weighting For First Stage Passage Retrieval.
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Learning a term-based sparse representation in the full vocab
space
I Better capacity: full vocabulary weighting
I Better sparsity/term activation: decoupled design of weighting and

sparsification

SparTerm

• Learning a term-based sparse representation in the full vocab space 
• Better capacity: full vocabulary weighting

• Better sparsity/term activation: decoupled design of weighting and sparsification
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The model architecture

I The Importance Predictor: predict the importance for each term in the
vocabulary

I The Gating Controller: control the term activation

SparTerm

• The model architecture
• The Importance Predictor: predict the importance for each term in the vocabulary

• The Gating Controller: control the term activation
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Combination of importance predictor and gate controller

p′ = I(p)� G(p)

SparTerm

• The model architecture
• The Importance Predictor: predict the importance for each term in the vocabulary

• The Gating Controller: control the term activation
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Importance Predictor

Ii = LayerNorm(GeLU(hiE1))E>2 + b

I =
L∑

i=0

ReLU(Ii)

SparTerm

• The model architecture
• The Importance Predictor: predict the importance for each term in the vocabulary

• The Gating Controller: control the term activation
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Gate Controller

G
′
= Binarizer(G)

G
′

i =

{
1, if Gi > k
0, if Gi ≤ k

Ge = G
′ � (¬BoW (p))

G(p) = Ge + BoW (p)

SparTerm

• The model architecture
• The Importance Predictor: predict the importance for each term in the vocabulary

• The Gating Controller: control the term activation
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Training Object
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∑
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L = Lrank + Lexp
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Training the Expansion-augmented Gating Controller

Table: Different kinds of term expansion.

Expansion type Description and examples

Passage2query
Expand words that tend to appear in
corresponding queries, e.g. “how far”.

Synonym
Expand synonym for original core words,
e.g. “cartoon”->“animation”.

Co-occurrence
Expand co-occurrence words for original
core words, e.g. “earthquakes”->“ruins”.

Summarization
Expand words that tend to appear
in passage summarization or taggs.
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Evaluation on public tasks

I MSMARCO(community QA task from Microsoft Bing Search)

SparTerm

• Evaluation on public tasks
• MSMARCO(community QA task from Microsoft Bing Search)

A comparable top ranking performance to PLM-based dense model!A comparable top ranking performance to PLM-based dense model!
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Evaluation on public tasks

I ICT(Extremely lexical matching) and NQ(Extremely semantic matching)

SparTerm

• Evaluation on public tasks
• ICT(Extremely lexical matching) and NQ(Extremely semantic matching)

Combining  results  of  both  tasks, 
SparTerm achieves a good balance 
between exact lexical matching and 
semantic-level matching!

Combining results of both tasks, SparTerm
achieves a good balance between exact
lexical matching and semantic-level
matching!
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Evaluation on commercial datasets

I Auto-evaluation and human-evaluation for SparTerm on commercial scenarios

SparTerm

• Evaluation on commercial datasets
• Auto-evaluation and human-evaluation for SparTerm on commercial scenarios

SparTerm improves end2end 
response relevance of search 
engine!SparTerm improves end2end response

relevance of search engine!
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Why SparTerm works?

I Performance under Various Lexical Overlaps

SparTerm

• Why SparTerm works?
• Performance under Various Lexical Overlaps

SparTerm woks on both hot queries and rare queries!
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SparTerm woks on both hot queries and rare queries!
SparTerm woks on both hot queries and rare queries!
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Why SparTerm works?

I Performance under Various Lexical Overlaps

SparTerm

• Why SparTerm works?
• Performance under Various Lexical Overlaps

DeepCT obtains more sharp weight distribution 

and “put all bets” on the potentially most 

discriminate words. 

SparTerm increases the lexical overlap by term 

expansion, therefore hitting more terms in queries 
to improve its retrieval performance

DeepCT obtains more sharp weight distribution
and“put all bets” on the potentially most
discriminate words.

SparTerm increases the lexical overlap by term
expansion, therefore hitting more terms in queries
to improve its retrieval performance
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Literal term weighting compared to DeepCT
I DeepCT obtains sparser and sharper distributions
I SparTerm“rewards” more words that are contextually-relevant and topic

related

SparTerm

• Literal term weighting compared to DeepCT
• DeepCT obtains sparser and sharper distributions

• SparTerm “rewards” more words that are contextually-relevant and topic related
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How terms are expanded?

I Passage2Query:
∗∗ → how

I Synonyms:
drugs→ medication

I Co-occurrence:
season, heat→ summer

Maybe the general knowledge from PLM?

SparTerm

• Analysis: How terms are expanded
• Passage2Query: ** -> “how”

• Synonyms: “drugs” -> “medication”

• Co-occurrence: “season, heat” - >“summer”

Maybe the  general 
knowledge from 
PLM ?SparTerm

• Analysis: How terms are expanded
• Passage2Query: ** -> “how”

• Synonyms: “drugs” -> “medication”

• Co-occurrence: “season, heat” - >“summer”

Maybe the  general 
knowledge from 
PLM ?

19 / 27



Ablation studies verify

I The claim that term expansion can benefit from the e2e ranking optimization
(#2)

I The necessity of retaining literal terms forcibly (#3)
I The effectiveness of our decoupling of term weighting and sparsification

(#4,#5,#6)

SparTerm

• Ablation studies verify:
• The claim that term expansion can benefit from the e2e ranking optimization(#2)

• The necessity of retaining literal terms forcibly(#3)

• The effectiveness of our decoupling of term weighting and sparsification(#4,#5,#6)
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Further more, let SparTerm do more things that TF-IDF can do
I News tagging
I Key phrase extraction

SparTerm
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• Key phrase extraction

News title

docquery

generalizationNews content
Even the terms in titles/queries are 
limited(biased), SparTerm can 
recognized other important terms! 
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Even the terms in titles/queries are limited(biased), SparTerm can recognized other important terms!
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How SparTerm helps the commercial search engine

I SparTerm has been applied in the first-stage retrieval of ∗∗ search engine
I Significant improvements over online method on Human Diff Evaluation
I Indexing efficiency optimization: 20 billion doc titles/day
I Support multilingual versions

SparTerm

• How SparTerm helps the commercial search engine
• SparTerm has been applied in the first-stage retrieval of  ** search engine 
• Significant improvements over online method on Human Diff Evaluation
• Indexing efficiency optimization: 20 billion doc titles/day 
• Support multilingual versions

…
fast retriever re-ranker

Lexical and semantic matching ***+ user behavior

This is what SparTerm focuses on！！This is what SparTerm focuses on！！
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Conclusions and Future Work

I SparTerm: A term-based sparse representation learning method
I A better trade-off of representation capacity vs. sparsity
I A framework has been applied in commercial search engine

I Future Work
I Large scale pre-training task for SparTerm, towards: stable, un-biased

performance
I Multi-grained term weighting
I Combination of sparse and dense methods
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Towards stable and un-biased term weighting

I Stably outperforms BM25 in all scenarios w/o specific fine-tuning?
I Self-supervised training task designing(use BM25/query likelihood signals?)
I Training on large user click data

Still challenging!

Towards stable and un-biased term weighting

• Stably outperforms BM25 in all scenarios w/o specific fine-tuning?
• Self-supervised training task designing(use BM25/query likelihood signals?) 

• Training on large user click data

Ma, Ji, et al. "Zero-shot Neural Passage Retrieval via Domain-targeted Synthetic Question Generation

Still challenging!

Ma, Ji, et al. "Zero-shot Neural Passage Retrieval via Domain-targeted Synthetic Question Generation"
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Multi-grained term weighting
I There is a tokenization gap between PrLMs and IR systems

I PrLMs use wordpieces while IR systems use words and phrases
I The tokenization(granularity) gap is bigger for Chinese

We may need to try multi-grained term weighting!

Multi-grained term weighting

• There is a tokenization gap between PrLMs and IR systems
• PrLMs use wordpieces while IR systems use words and phrases

• The tokenization(granularity) gap is bigger for Chinese
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Importance Predictor

𝑧1 𝑧2 𝑧3 𝑧1,2 𝑧3,4,5

我们
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Mapper and Aggregator

中国人
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0.2      0.4       1.3     1.2     0.8      0.4      2.2

We may need to try multi-
grained term weighting!
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Combination of sparse and dense methods

I How to combine sparse and dense representation
I Ensemble style (DUALRM by Gao, Luyu , et al. )
I Sparse for Doc but dense for term? (COIL by Gao, Luyu , et al. )

Combination of sparse and dense methods

• How to combine sparse and dense representation
• Ensemble style(DUALRM by Gao, Luyu , et al. )

• Sparse for Doc but dense for term? (COIL by Gao, Luyu , et al. )

Gao, Luyu, et al. "Complement lexical retrieval model with semantic residual embeddings.".Gao, Luyu, et al. "Complement lexical retrieval model with semantic residual embeddings.".
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Thank you!

把数字世界带入每个人、每个家庭、
每个组织，构建万物互联的智能世界。
Bring digital to every person, home and organization
for a fully connected, intelligent world.

Copyright©2018 Huawei Technologies Co., Ltd.
All Rights Reserved.

The information in this document may contain
predictive statements including, without limitation,
statements regarding the future financial and
operating results, future product portfolio, new
technology, etc. There are a number of factors that
could cause actual results and developments to
differ materially from those expressed or implied in
the predictive statements. Therefore, such
information is provided for reference purpose only
and constitutes neither an offer nor an acceptance.
Huawei may change the information at any time
without notice.
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